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Motivation
e Conflict-free Replicated Data Types are commonly used to model distributed data, (lient 4—5ELE_C_T_i Value
as they guarantee convergence of replicas using expressive resolution rules. T X
e Due to their object-based model, adoption in distributed relational systems is not — 1/U/D - rules/ r9501|UtiO”
straightforward. Current approaches include: tT18geLS M cant
e Embedding blobs and using custom code to read/write — supports many types 1 4
and rules but does not integrate with the query language and optimizer. INSERT rilter
e Modeling tables as convergent maps — compatible with the relational model but > History
limited in the types and rules supported, often just last-writer-wins. *)/
replication

Conflict-free Replicated Data Views :

e Brings convergent replicated data to the relational model using native features
such as views, rules/triggers, and asynchronous replication. Reading

Figure 1: CRDV architecture.

e Seamlessly integrates with the query engine and the local transactional
isolation, while supporting complex data types and conflict resolution rules. e Value views take the Present data
and apply conflict resolution rules.

Architecture
Present
e History - stores a log of local and remote writes, using a replicated table. KV Jop | site \ s~ / Jt5
: : : : : N KT 1 add i 106,11 (123,1)
e Present - filters obsolete Hlstory rows with a view and Opt|ona| materialization. k2 ............................................................... — 3 ...... e (25)
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® Value / handles Concurrent CoaniCtlng VerSiOnS in the Causal present, using k3 ............ 3 _add ...................... R ’4 ..... P G (’32’)
views expressing conflict resolution rules. 3 \ 5 [9.2]  (130,1)
/ . SIS ) =D W % R e T  EIET R RGN
Writing Filtering @ 46 add 2 [9,3] (132,1)
e \Writes to Value are redirected as Inserts to e Present removes obsolete "
History, with rules/triggers, containing the versions based on causality, with CREATE VIEW ValueAw AS 1
updated data and additional metadata. vector clocks. Three options: SELECT k, v 3 3
: : : : FROM Present
e On commit, rows are asynchronously o View that filters History at WHERE op = 'add’: k4 4
replicated to the other sites. runtime (ho-mat). K4 40
e Materialization with a table
CgﬁA-lIJ-IEDE'lIJ'II;ETgpsa;e_rll)J(:)LeIr\?gTEAD ey <Y CRERTE VIEY VafueAwpvg AS
INSERT INTO H-itgi syne). S SELECT k, avg(v)
1 . .
. 7 e \iew that combines recent K3 3 FROM ValueAw
SELECT k, v, 'add', siteId(), t.lts, t.pts : . " 9 GROUP BY k-
. snapshot (async). \ [ /| |
Figure 2: Example of an Update rule (data: k, v). Figure 3: Reading in CRDV.
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Figure 4: Comparison of materialization strategies. Figure 5: Read and write latency. Figure 6: Delay and throughput (3 sites).
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